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COMPLETE
SESSION SURVEYS

YOUR

« Asurvey was placed at your seat. It should take less than 2 minutes to complete OPINION

* Please return your completed surveys AS YOU EXIT the room

+ Surveys are anonymous, and we rely on your opinion for improvement
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ORWARD-LOOKING

TATEMENTS

This presentation includes “forward-looking
statements” within the meaning of the Private
Securities Litigation Reform Act of 1995. These
forward-looking statements may be identified by the
use of terminology such as “believe,” “may,” “will,”
“intend,” “expect,” “plan,” “anticipate,” “estimate,”
“potential,” or “continue,” or other comparable
terminology. All statements other than statements of
historical fact could be deemed forward-looking,
including any projections of product availability,
growth and financial metrics and any statements
regarding product roadmaps, strategies, plans or use
cases. Although Alteryx believes that the
expectations reflected in any of these forward-
looking statements are reasonable, these
expectations or any of the forward-looking
statements could prove to be incorrect, and actual
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results or outcomes could differ materially from
those projected or assumed in the forward-looking
statements. Alteryx’s future financial condition
and results of operations, as well as any forward-
looking statements, are subject to risks and
uncertainties, including but not limited to the
factors set forth in Alteryx’s press releases, public
statements and/or filings with the Securities and
Exchange Commission, especially the “Risk
Factors” sections of Alteryx’s Quarterly Report on
Form 10-Q. These documents and others
containing important disclosures are available at
www.sec.gov or in the “Investors” section of
Alteryx’s website at www.alteryx.com. All
forward-looking statements are made as of the
date of this presentation and Alteryx assumes no
obligation to update any such forward-looking
statements.

#ALTERYX19

Any unreleased services or features referenced in
this or other presentations, press releases or public
statements are only intended to outline Alteryx’s
general product direction. They are intended for
information purposes only, and may not be
incorporated into any contract. This is not a
commitment to deliver any material, code, or
functionality (which may not be released on time
or at all) and customers should not rely upon this
presentation or any such statements to make
purchasing decisions. The development, release,
and timing of any features or functionality
described for Alteryx’s products remains at the
sole discretion of Alteryx.
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lo. Delete

15

With Alteryx, I can take control of my day,
free my mind of mundane tasks and

S HAAN challenges
74 MISTRY

ALTERYX USER SINCE 2015

When I use Alteryx, I feel like a genie,
granting unlimited wishes to customers
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ODAY’S

Scaling Overview
Scaling MongoDB

Scaling Gallery

Scaling Workers
Benchmark Testing
Best Practices
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GLOBAL TRANSPORT
DEPLOYMENT OF SERVER

i i i

Web Browser

Job Transport Job I ' Job I '

Developel
Scheduler Gallery
Job Queue

Controller
T

Worker Database
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SCALING MOTIVATION REVIEW

Expected users
Load

App types
Available hardware

High-level scaling guidelines

Budget
ZNSPIRE ALTERYX19
ALTERYX
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POINTS OF SCALABILITY

Three ways to scale the Alteryx Server
- Adding a Worker
- Adding a Gallery
- Adding a Database

:NSPlRE #ALTERYX19
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SIZING

SMALL MEDIUM LARGE

BIG GULP

Designer Web Browser 1 Designer Web Browser Web Browser
l : \
Scheduler Gallery Scheduler Gallery Gallery

m = fﬂ—[
e Controller
Controller
e = .
Worker Database Database | " 1
=== | 1
I . B =T 71 !
| ) 1 Workers 1 1
\ o= ! 1 |
Workers I '
\ 4/
1 MongoDE Replica Set 1
1
.
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QUESTIONS BEFORE
SCALING MONGODB

Regular backups are critical for maintaining data integrity

Scaling is critical to ensure data redundancy
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MOTIVATION TO
SCALE MONGODB

*  Performance
* Redundancy

e Failover

* Disaster Recovery

e Cost

EEENgPlRE #ALTERYX19
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WAYS TO SCALE
MONGODB

Vertical Scaling

- Adding more CPU

- Adding more storage

- Disproportionally more expensive

Replication
- Mongo instances with duplicate datasets

Sharding
- Horizontal scaling
- Distributes data over multiple machines

EEEleleE #ALTERYX19
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MONGODB REPLICA SETS

* Single database node behavior:
- Ifnode fails, analytic downtime

Controller
*  Multiple nodes with replication:
- If node fails, another replaces it

/ Primary \

© O

Secondary Secondary

nnnnnnn

#NSPIRE #ALTERYX19

YOU - AMPLIFIED - 2019

.......

*  Method for storing data across multiple machines
*  Supports very large datasets
*  Reduces I/O and CPU stress on a single machine

e Combats vertical scaling costs

nnnnnnn
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ALLERY

INSPIRE #ALTERYX19
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MOTIVATION TO
SCALE GALLERY

Gallery usage
# of users hitting the Gallery
Type of workflows

Improving responsiveness
- App Interfaces
- Results

EN:SPIRE #ALTERYX19
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FINDING THE E —

c o N I Ro L L E R I o K E N Environment  General Configuration

Setup Type
Workspace Controller Token @

Help and Info
(o= Controller Controller Token
: View | Regenerate

Porsistence

Go to the Controller’s system settings o

Workspace @
Worker C:\ProgramData\Ateryx\Service\Staging | | Browse
Navigate to Controller>general el ——
:':f;:':sﬂ C/\ProgramData\Alteryx\Service 5,""”59
View the Controller token oy T —

Genenal " —
Auheoticaticn File size (MB). |10

Warning: Do not select regenerate 2 Enae g e rotaton

Porsistonce

Engine Vscnodulu (2]
Copy the tOkel’l COde ;‘;’:”' ¥ Enable Scheduler auto-connect
4 Insights @
Enable Insights
Cancel || Back || Next
'NsplnE #ALTERYX19
AMPLIFIED - 2019

ADDING A GALLERY

Workspace Designer Only @
contron Designer and Scheduler Only @ Help and Info
:"""‘ = Complete Alleryx Server @ Custom
Ci (s For use in environments where
. Pasice @ Custom @ For se n envtonmens e
Go to future Gallery node iy [ Enabla Controlr T
Enable Worker ANOHEr 1o s & AllETYX jODS
. S Type is “C Enable Gallery” erker 4 Enable Gallry heciooses beow s opon
etup € 18 U’Stom_ naoie a ery General ¥ Send usage data for jobs run on the Server @@ Allow you 10 GesCribe the
e e e
Mapping this machine.
*  Set the following for Controller -
Galles
- Host =
- Controller Token sure

Persistence

Engine
General
Froxy

Cancel || Back || Next |

“NSPIRE
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LOAD BALANCING

Distributes incoming traffic
Monitors Gallery health
Optimizes resource use
Maximizes throughput

Avoids resource overload

iINSPIRE #ALTERYX19
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SCALING QUEUE

EN'SPIRE #ALTERYX19
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SERVER SCALING
RECOMMENDATIONS
Number of Queue Workers Average Workflow Execution Time
Based on users and workflows psecs  30secs  Amins - 2mins
Benchmarking encouraged g ,1'- 1 1 2 3
“ 1-20
vy
s 21 || 2]|[3] 4
L 2040
I
S 2|3 || 4]]ls
E 40-100
S |3 |[af|5] s
100+
c’N}f»l:'l[’RE #ALTERYXA19
QUESTIONS BEFORE
SCALING WORKERS
How many users do we have?
How many workflows do we have?
What kinds of workflows are being run?
How long are workflows running?
How should we handle increased load?
How should we size going forward?
What is the budget?
VOUNJCELE.!DRD.EJ #ALTERYX19
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DEFINING ENGINE
V. WORKER

. Engine Workflow
Engine -

One workflow can be run per Engine

. 1:1
- More Engines = more simultaneous jobs 0

Worker Engine
Worker 1:Many —
- One Worker manages multiple Engines
- One Worker runs multiple jobs simultaneously
NsleE #ALTERYX19

uuuuuuuuuuuuuuuu

WORKER SCALING OPTIONS

Scaling Up: _

* Increase Engines per Worker l The Service Layer
Pros
* No additional hardware needed l
Cons

* Resource contention

Scaling Out: Co troIIer
* Add Worker node(s)
Pros 2
* Better worker performance |°|
Cons

* Cost of hardware

Worker Database

Worker

NSPlRE #ALTERYX19
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CONTROLLER
FUNCTIONALITY IN SCALING

*  Hub and spoke model O
* A priori knowledge O O

- Controller does not know about Workers

* Ensures seamless and simple scaling O A O

=NSP|RE #ALTERYX19

BENCHMARKING

No one-size-fits all solution

Develop scaling strategy through testing
Know where to look

Know what to look at

Test multiple “real life” scenarios
- Real data

- Real apps

- Real variability

INSPIRE #ALTERYX19
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BENCHMARKING WORKERS

1 logical Queue Worker = 1 Engine

How many instances of Engine allowed simultaneously?

How many instances should I move to other machines?

Scaling up vs Scaling out

#ALTERYX19
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1/0 AND MEMORY-INTENSIVE
VS CPU-INTENSIVE

Workflows can be: . . .

- IO intensive

- CPU-intensive

- Pt - ab
CPU Intensive Example:

- Spatial Processing - -

- Predictive

I/O and Memory Intensive Example:

Calgary Data
Large Joins . . .

#ALTERYX19
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AN APPLIED USE CASE

0.45
*  Results of the Alteryx Server Testing
0.4
*  Workflow throughput 035
- workflows/(total runtime)
0.3
*  Engine throughput Exo.zs
- workflows/(Engine runtime) g -
*  Goal: Maximize both " 0.15
0.1
0.05

o

Worker Scaling Comparison

0.42

0.39
0.37

0.21 021 0.2

1 Worker x 1 1 Worker x 2 1 Worker x 4 1 Worker x 6
Engine Engines Engines Engines

Workflow Throughput B Engine Throughput

iINSPIRE
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TESTING METHODOLOGY

*  One I/O-intensive workflow
- Runs in ~4-5 minutes

*  One CPU-intensive workflow
- Runs in ~4-5 minutes

e The pair of workflows is queued 5 times
- Initial queue depth of 10 workflows

*  Average how many workflows ran per minute

#ALTERYX19
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Four-Core Intel 17 (3.2GHz)

32GB RAM

Two SSDs and one physical disk
Alteryx installed in SSD

Alteryx Data bundle on Spinning Disk

THE BENCHMARKING MACHINE

TEST 1: 1 WORKER
X 1 ENGINE INSTANCE

Method
- Testing a single node deployment

- Sub-optimal scenario

Results
Total Run Time 2,844 seconds
Total Engine Time 2,842 seconds
Workflow Throughput 0.21 workflows/min
Engine Throughput 0.21 workflows/min

- Engine and Workflow throughputs identical
- Indicates the machine is not taxed

0.25

0.2

Throughput
o
G

o
a

0.05

#ALTERYX19

Worker Scaling Comparison

1 Worker x 1 Engine

Workflow Throughput B Engine Throughput

#NSPIR

2019

vvvvvvvvvvvv .

ALTERYX

NSPIRE

YOU «- AMPLIFIED - 2019

#ALTERYX19

17



alteryx ‘ ACADEMY

TEST 2: 1 WORKER
Worker Scaling Comparison
Method 0.45
- Recommended scenario 04 039
0.35
0.3
Results -
2025
Total Run Time 1,521 seconds E 021 o021 02
S 02
Total Engine Time 3,033 seconds =
0.15
Workflow Throughput 0.39 workflows/min
0.1
Engine Throughput 0.20 workflows/min
0.05
- Engine throughput nearly identical to test 1 0
_ The two Engines mlnlmally competing 1 Worker x 1 Engine 2 Workers x 2 Engines
Workflow Throughput M Engine Throughput
ZANSPIRE #ALTERYX19
TEST 3: 1 WORKER
Worker Scaling Comparison
Method 0.45
: 0.42
- Exceeds recommended scenario 0 0.39
- One physical core per Engine
0.35
Results 5 >
§ So025
Total Run Time 1,418 seconds ] 021 021 02
2 02
Total Engine Time 5,184 seconds =
0.15
Workflow Throughput 0.42 workflows/min 012
0.1
Engine Throughput 0.12 workflows/min
0.05
- Slight increase in total throughput
. . . . 0
- Slgmﬁcant decrease n Englne throughput 1 Worker x 1 Engine 1 Worker x 2 Engines 1 Worker x 4 Engines
Workflow Throughput B Engine Throughput
HNSPIRE #ALTERYX19
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TEST 4: 1 WORKER
X 6 ENGINE INSTANCES

Worker Scaling Comparison

Method 0.45 0.42
- Vastly exceeds recommended scenario 04 % 037
- Less than one physical core per Engine 035
Results = o
%Z 02 0.210.21
Total Run Time 1,614 seconds 2 o2 0-2
Total Engine Time 7,619 seconds = 0.15 -
Workflow Throughput 0.37 workflows/min 01 0.08
Engine Throughput 0.08 workflows/min 0.05 I I
- Engine 2.5x slower than two Workers 0 IWorkerx1  1wWorkerx2  1Workerx4 1 Workerx6

Engine Engines Engines Engines

- All Engines are resource starved
Workflow Throughput ~ ® Engine Throughput

INSPIRE #ALTERYX19
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Sometimes less is more.

More workers does not equate to more work. A )
) " (‘
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SCALE-OUT MACHINE

Tests 1-4 have been scaling on a single node

New Machine
- Four-Core Intel 17 (2.8GHz)
- 16GB RAM
- One SSD and one physical disk
- Alteryx installed on SSD
- Alteryx Data bundle on Spinning Disk

#NSPIRE
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TEST 5: 2 WORKERS
X 2 ENGINE INSTANCES

Method
- Fits the recommendation for two machines

Results

Total Run Time 920 seconds
Total Engine Time 3,512 seconds
Workflow Throughput 0.65 workflows/min

Engine Throughput 0.17 workflows/min

Throughput

- Ideally, 2x faster than single Worker with two Engines

#ALTERYX19

Worker Scaling Comparison

0.7 0.65

0.42
0.39

0.2
0.17

0.2
0.12
0.1 l
0
1 Worker x 2 Engines 1 Worker x 4 Engines 2 Workers x 2 Engines

Each

Workflow Throughput B Engine Throughput

“NSPIRE
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UPGRADING HARDWARE

*  Think of upgrading to a SSD
* Spinning disks can cause bottlenecks

» Signature of resource starvation
- Low CPU usage
- High disk usage

* SSDs eliminate latency and increase throughput

File Options View

Processes || Perfo

rmance\g App history | !

CPU

4 37% 3.74 GHz

Memory
_ 84

Di
0%

| Di

/31.9 GB (26%)

sk 0 (C)

sk 1 (W)

100%

Di

sk 2 (D3)

0%

4NSPIRE

YOU - AMPLIFIED - 2019

Method 08
- SSDs used instead of spinning disk 07
0.6

-1 Queue Worker X 2 Engines
-1 Queue Worker X 4 Engines

Throughput
o o
» v

o
w

Results: 02

- SSDs greatly improved performance o

0

#ALTERYX19

SSD VS SPINNING COMPARISON

Worker Scaling Comparison

0.46
0.39

0.25
0.2 I

0.42

0.12

1 Worker x 2 1 Worker x 2 1 Worker x 4
Engines - Spinning  Engines - SSD Engines -
Spinning
Workflow Throughput B Engine Throughput

0.69

0.2

1 Worker x 4
Engines - SSD

#NSPIRE
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CONCLUSIONS

* Scaling up can slow throughput

* Give Engine its own machine
- Full access to CPU, hard drive, and memory
- Less resource contention

* Ifpossible, use SSDs for:
- Alteryx Core Data Bundle
- Engine Temp Space

iINSPIRE
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SCALING UP

iINSPIRE
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SCALING UP WORKERS

+  Open Alteryx System Settings W werapace @

Controlier

*  Proceed to the Worker settings

C \ProgramDalalAlleryxService'Slaging || Browse

& Allow machine to run scheduled Alleryx workflows @

Engine

Genesal
Proxy

. Worker Maximum sortjoin memory usage (MB): (1 [5@
*  Enter number of simultaneous workflows @ o o g B . e
. ::;"::n Quality of Service [g ‘Q
*  Complete System Settings Fps—
Gallery UN Unas:
o

Help and Info
Workspace

Cancel || Back

Environment  \Wgrker Configuration

Next

iINSPIRE
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SCALING OUT

iINSPIRE
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FINDING THE
CONTROLLER TOKEN

Go to the Controller’s system settings
Navigate to Controller>general

View the Controller token

Warning: do not select regenerate

Copy the token code

System Settigs x

Envionment  General Configuration

Setup Type
Workspace
[o°) controter
General View || Regenerate
Porsistence
Mappin
e Workspace @
Worker C \ProgramData\Alteryx\Service\Staging | | Browse |
Goneal
Run As Logging @
Mapping ;
signts C:\ProgramData\Alteryx\Service Browse |
Gallery Level [High |
General
Aumenticaton Flle size (MBY: |10
i | & Enable og fle otation
Engine Scheduler @
e  Enable Scheduler auto-connect
proxy
insights @
Enable Insights

Help and Info
Controller Token

Cancel || Back || Next

You

#NSPIRE
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Go to the Worker Node
Open the Alteryx System Settings
Select Custom

Enable node as Worker only

SETTING UP A NODE
AS A WORKER

Environment

Setup Type
Workspace

Controller

General
Persistence
Mapping

Worker

General
RunAs ...
Mapping
Insights

callery
General

Authentication

SMTP
Persistence

Engine
General
Proxy

#ALTERYX19

Setup Type

O Designer Only @

Designer and Scheduler Only @

Complete Alteryx Sewero

Custom @

[J Enable Controller

[J Enable Worker

Enable Gallery

Send usage data for jobs run on the Server @

Help and Info
Custom

For use in environments where
you will have multiple machines
communicating with one
another to schedule Alteryx jobs
and/or to run the Gallery. The
checkboxes below this option
allow you to describe the
components that should run on
this machine

YOoU
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SERVER BEST

iINSPIRE
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BACKING UP MONGODB

Backing up is critical for recovery

Three main steps to a backup:
- Stop AlteryxService

- Run backup script

- Start AlteryxService

Determine frequency of backups

#ALTERYX19
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STOPPING
ALTERYXSERVICE

e Stop the AlteryxService (Server)

B Windows Task Manager
* Service can be stopped through: File Options View Help
- Command hne (as admln) Applications | Processes | SErvices | Performance | Networking | Users
- Windows Task Manager (as admin) -
Hame FID Description Status Group
. C d 1 . t t . AdobeaRMservice 1872 Adobe Acrobat Update,..  Running T/
ommarn Ine mstructions: AdobeUpdateService 1904 AdobelUpdateService Rurining /A
- NaVigate to Alteryx Installation Directory AeLogkupSve Application Experience  Stopped netsvcs
. AGSService 1928 Adobe Genuine Softwa.,.  Running N/
- Enter sc StOp Alternyervzce ALG #pplication Layer Gate...  Stopped /A
. . AlteryxService . yi Service Running /A
- Check using sc query Alteryx Service AMPAgent Stert Senvice CACE Agent Rurning M
AMPWatthDog Stop Senvice (ACE Agent \watc..,  Running N/A
* Be aware When Stopplng service AppIDSwe Go to Process cation Identity Stopped LocalSer...
. . (wallaiin} " Catinn Information Eunning netey:
- Users will experience an outage
:‘NﬁSPIRE #ALTERYX19
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BACKING UP MONGODB

*  Once AlteryxService is stopped, begin backup
e Choose a directory to backup MongoDB

e From the Alteryx installation directory
- AlteryxService emongodump=<l/ocation>

*  Backup will take a few minutes

C:\Program F1les\ﬂ1tergx\b1n AlteryxService emongodumps "c:
Command line: “C:\Program F1les\nltergx\bln\nlterngerUlce MongoController.exe” MongoRoot="C:\Program Files\Alteryx\bin\\"

t="C:\ProgramData\Alteryx\Service\Persistence\MongoDB" Port=27100 IPU6=False DumpPath="c:\Mongod backup™
EMongoDump running..finished.

JN'SPlRE #ALTERYX19
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*  Ensure AlteryxService is stopped

*  From the Alteryx installation directory

*  Restoration will take a few minutes

C:\Program F:.les\nltergx\b:l.n alteryxservice emongorestor
Command line: "C: \Program Files\A
oot="C:\ProgramData\Alteryx\Service\Persistence”

finished.

\Mongod backup™,

Y 9
Port=27100 IPUG=False TargetDir="C

RESTORING MONGODB

- AlteryxService emongorestore=<backuplocation>, <restore location>

C: \ProgramData\nltergx\SerU1ce\Pers1stence
* DBName=' ﬂlterngsru1ce

1
\ProgramData\ﬁltergx\Seru1ce\Pers1stence SourceDir="c:\Mongod

“NSPIRE

STARTING
ALTERYXSERVICE

*  Service can be started through:
- Command line (as admin)
- Windows Task Manager

e Command line instructions:
- Navigate to Alteryx Installation Directory
- Enter sc start AlteryxService
- Check using sc query AlteryxService

#ALTERYX19

B Windows Task Manager
File QCptions Yiew Help
Applications | Processes | Services | Performance | Networking | Users
=

MName PID Description Status Group
AdobeaRMservice 1872 Adobe Acrobat Update...  Running M/A
AdobeUpdateService 1904 AdobeUpdateService Running N/
AeLockupSye Application Experience Stopped netsvics
AGSSeryice 1928 Adobe Genuine Softwa...  Running WP
ALG Application Layer Gate...  Stopped M/A
AlteryuService ey Service Stopped N/
AMPAgent Start Senvi C& KKACE Agent Running N/A
AMPWEChDog Stop Senvic KACE Agent Watc,,,  Running N/
AppIDSye lication Identity Stopped LocalSer...
Appinfo So i Fireeess lication Informmation  Running netsves

“NSPIRE
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LOGGING

* Determine detail of logging:
- None — No logging
- Low — emergency, critical, error messages
- Normal — low level warnings and notices
- High — Logs all messages

e Troubleshooting
- Set logging to high

*  Production
- Set to low or none

* Set log rotation and file size

Environment

Setup Type
Workspace

fo >} controlier

General
Porsistence
Mapping

Worker
Genoral
Run As
Mapping
Insights.

Gallery

General
Authentication
swTP
Porsistonce

Engine
Goneral
Proxy

General Configuration

Controlier Token @

| View Regenerate

Help and Info
Controller Token

The Controfler Token is a secret

key that is used 1o establish
Workspace @ communications bety
" Controller and any s
C:\ProgramData\Alteryx\Service\Staging Browse | This token s auto-generated for
g you. If you need a new token,
click "t te”. You will
Logging @ need this token if you have
other machines acting as
C:\ProgramData \Alteryx\Service Browse | Workers that need to

Level [High V|

File size (MB): [10_|

™ Enable log

file rotation

Scheduler @

¥ Enable Scheduler auto-connect

Insights @
Enable Insights

communicate with this machine

Cancel || Back || Next |

SNSPIRE
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*  How often will backup occur?
- Factor in for persistence backup

e Set up to delete queue and results
e Delete schedules

e Delete uploaded files

CLEANING UP MONGODB

Environment

Setup Type
Workspace

Controller
General
Persistence
Mapping

Worker
General
RunAs ...
Mapping
Insights

Gallery
General
Authentication
SMTP
Persistence

Persistence

Database Type @

longoDB
User-managed MongoDB

Data Folder @

#ALTERYX19

Help and Info
Database Type
The Controller maintains

information in either SQLite or
MongoDB. If you are configuring

[CProgramData\Alteryx\Service\Persisten| | Browse ‘

Database @

Host: [localhost:27018

this machine to run a Gallery
instance, you must use
MongoDB. Selecting either
SQLite or MongoDB options will
create an instance of the
catabase for you. However, if
you already have an instance of
MongoDB that you would like to
use, you may do so by selecting

Username: [user

the U
option.

Admin Password: [esssssssssssssssssssssss =~

Password: [eseeesssscssccsccccsssce ~

Engine

General
Proxy

Persistence Options @)

[ Delete queue and results after (days) |o *
[ Delete completed schedules after (days) |0 =

[ Delete uploaded files after (days) |0

&

d MongoDB"

NSPIRE
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*  Setjob time limits
*  Helps stuck jobs move queue

*  Enforce business run time expectations

LIMITING RUN TIME

System Settings

Environment  \\/orker Configuration

Setup Type
Workspace Workspace @

[C:\ProgramData\Alteryx\Service\Staging || Browse | Help and Info
C Workspace
General

o M Allow machine to run scheduled Alteryx workflows @ The Workspace is where a

. - Worker machine will place
Mapping Workflows allowed to run simultaneously f (-] temporary fies, SUC,,ZS

unpackaged Workflows, for use

Worker [0 Maximum sort/join memory usage (MB) Elf e when executing Workflows. This
setting should point to a location

General I Cancel jobs running longer than (seconds) |3600 ‘:6' that is safe to write large

Run As... amounts of files

Mapping Quality of Service He

Insigts E -

Job Assignment

Gallery Run unassigned jobs @

General Job tags | |@

Authentication

SMTP

Persistence

Engine

General
Proxy

4NSPIRE

YOU - AMPLIFIED - 2019

Usage

Topology

Hosting
Benchmarking (AWS)
Strategies

Monitoring

#NSPIRE
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INTRODUCTION TO THE ALTERYX
DEPLOYMENT OF SERVER

Release: Alteryx 8.0
Analytic Gallery Launch: Oct. 8, 2012
Deployed on Amazon Elastic Compute Cloud (EC2)

Each department uses the Gallery
- And/or Private Server

Alteryx uses Alteryx!

ENISP|RE #ALTERYX19
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ALLERY USAGE

EN'SPIRE #ALTERYX19
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USAGE OVERVIEW

March 2018 Run Totals

#of unique apps executed

#of runs in the gallery 10,570 1,350 11,920

March 2018 User Totals

# of unique users who ran apps 1,414 1,521

# of unique users with no apps run 11,013 483 11,496

# of unique users who logged in 12,427 590 13,017
iNSPIRE #ALTERYX19

DAILY TRAFFIC - DAILY USAGE

2017 Monthly Average Runs by Day

*  Daily User login average for 2017: 1341

*  Ayx Employees: 854 -
*  Total: 2,195
e Average run time: 42.39 seconds .
2 800
400
.

NSPlRE #ALTERYX19
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RPM

PLIFIED - 2019
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DAILY TRAFFIC - HOURLY

2017 Monthly Average Runs by Hour
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GALLERY TRAFFIC SAMPLE

ALB Active Connections

INSPIRE #ALTERYX19
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GALLERY TRAFFIC IN A WEEK

EN:SPIRE #ALTERYX19
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INSPIRE #ALTERYX19
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ALTERYX ANALYTIC GALLERY

[

* Launch as many instances

as needed Designer Browser
*  Simply manage storage
 Different AZs Amazon Web Services e Elastic Load Balancing (ELB)

*  Easily manage varying levels
of requests

Load Balancer

¢ 3 Gallery nodes to handle
requests from load balancer

Q‘I

* 4 Queue Workers q q % n (!
e 2 Render Workers / \ . ‘
Controller 3 node Replica Set

e 2threads per Worker qq % C!

Worker Database

INSPIRE #ALTERYX19
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HOST INFORMATION

Amazon Elastic Cloud Compute (EC2)
- Computing capacity on AWS
- Virtual servers

Allows flexibility for deployment
Configurable security
Storage easily managed

Availability Zones (AZs)
- Geographical distribution

dmazon
webservices™

iINSPIRE

VIRTUAL CPUS IN EC2

e A virtual CPU is called vCPU in EC2

#ALTERYX19

:NSPIRE
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* vCPU in AWS = ' physical core ! % !
2 1 2
. 4 2 4
e 4-core 16GB server translates into. ..
*  m3.xlarge 8 N 8
- 4 vCPU
- 15GB
YOELNVSLEILIDRAE #ALTERYX19
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Amazon EC2 Instance Type
Operating System

vCPU

Memory

Attached Storage Disk Size
SSD Ephemeral Storage

m3.xlarge

Windows Server 2008 R2 or Later
4 x 2.6 GHz Intel Xeon E5-2670 V2
15GB

600 GB SSD (Controller/Worker)

2 x40 GB

TECHNICAL SPECIFICATIONS

r3.xlarge

Amazon Linux

4 x 2.6 GHz Intel Xeon E5-2670 V2
30 GB

27TB

2 x 80 GB

iINSPIRE
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STRATEGIES

iNSPIRE
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GENERAL STRATEGIES

Failover strategy
- Ifaserver fails, a new one is created

- Abackup clone of new server created x x x
Scaling strategy l

- A new server is spun up

Data strategy
- Alteryx core data bundle
- Predictive (R Packages)

- Installed on Controller & Workers '

ZEENISP|RE #ALTERYX19
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DEPLOYMENT OVERVIEW

Down-time: 5-10 minutes
- Short enough for early off-peak hours

Stand up new node: Chef recipe
Configure node: Chef recipe
Datasets: Upload to a hidden node

- After testing, node image replicated

Rollout
- Dev — Latest and greatest — QA testing
- Beta — Release candidate — final testing
- Prod — Pushed to the public

':EENISP|RE #ALTERYX19
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CHEF SCRIPT AUTOMATION

*  Management of pets vs cattle

* Start with base image from AWS ’
*  Recipes ‘ ‘
- Windows system configuration (users, firewall, etc.)
- Sync internet time server (NTP) ‘ N
- Create/attach hard drives in AWS J
- Install Server with Predictive (R)
- Adjust Runtime Settings

- Restart a service ™
* Community Recipes C H E F

- Installing Server on a node

INSPIRE #ALTERYX19
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*  New Relic

* Amazon CloudWatch

* MongoDB Cloud Manager
* Alteryx Usage Report App

MONITORING OVERVIEW

/

\ ‘L.

iINSPIRE
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*  Monitors Gallery in real-time

* Exposes critical system metrics
- CPU usage
- Physical Memory
- Network Activity

Processes

Disk I/O utilization/capacity

*  Warns on slow response time or errors

* Ensures fidelity of the Server

#ALTERYX19

MONITORING WITH NEW RELIC

New
Relic.

iINSPIRE
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NEW RELIC EXAMPLE

SortBy Memory Top 5 memory consumers
12.5k MB
AlteryxCloudCmd (SYSTEM) 5.66k MB 10k MB
dsa (SYSTEM) 121M8 —
svchost (SYSTEM) 86 MB SKME
explorer ( ) 85MB 0 M8
NewRelic.ServerMonitor (SYSTEM) 53MB
svchost (NETWORK SERVICE) 52MB
dwm (DWM-2) 46MB
coreServiceShell (SYSTEM) 41M8
svchost (LOCAL SERVICE) 40MB
aws ¢ ) 31M8 Top 5 CPU consumers
notepad ( ) 31MB o
csrss (SYSTEM) 30M8 w
WMIPIVSE (SYSTEM) 29M8 0%
Ec2Config (SYSTEM) 26M8
Taskmgr ( p) 23MB o
WmIPrVSE (NETWORK SERVICE) 18MB $:00
(SySTEM) 1zma S

ALTERYX

INSPIRE #ALTERYX19
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Ethernet
Transmitted Received

Bandwidth (Mb/s)

150 |

100 i

50 |

O — — ] " — — - . S —————
Apr 21, Apr 21, Apr 22, Apr 22, Apr 22, Apr 22,
21:00 23:00 1:00 3:00 5:00 7:00

Packets per second

4000

2000

(&) S —
Apr 21, Apr 21, Apr 22, Apr 22, Apr 22, Apr 22,
21:00 23:00 1:00 3:00 5:00 7:00

#ALTERYX19
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MONITORING WITH AMAZON CLOUDWATCH

Alteryx automates CloudWatch
- Logs stored on S3

Set alarms to send notifications

Examples:
- Monitoring node health
- Alarms for Gallery and Service health
- Monitoring CPU Utilization
- Alarms when threshold exceeded

INSPIRE #ALTERYX19
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MONITORING WITH
MONGODB CLOUD MANAGER

Monitoring Metrics

- Queries
- Create/Read/Update/Delete
Network

Data size

Connections . m O n g O

- Page faults

Alert Examples
- Page faults > 50 for 10 mins
- Simultaneous queries > 10
- Lock <%10

INSPIRE #ALTERYX19
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MONGODB CLOUD

MANAGER DASHBOARD

PLIFIED - 2019
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WITH ALTERYX

Server Usage Report App
Available at downloads.alteryx.com

Measures
- Recent Activity
- Session Summary
- Execution list with date range
- Execution Counts
- Execution by User

SERVER USAGE MONITORING

Sessions Per Day

24 total sessions (1 7/day)

10 2 different users logged in

8 12.4 average session length

6 (minutes)

4

2

0

D P o D A DD S D P >
P F P FFFFHFE S S
\Q)' ’\@ ’\Qf '\b/ \8 '\6 '\Q{ '\% \Q) \b/ '\6 \% ’\6 '\b
RO S S S S S S S S SN

Session Activity Report
Name Email Session Start Session Length (Minutes)
Josaph Miller jmillar@atteryx com 2016-04-15 20 33 44 2
Joseph Miller imiller@atteryx com 2016-04-15 20-38 00 7
| Joseph Miller milleraiteryx com 2016-04-15 20 57 45 1
Joseph Miller miller@alteryx com 2016-04-22 2127 40 1
Joseph Miller imiller@atteryx com 2016-04-22 2144 43 50,
| Joseph Miller miller@atteryx com 2016-04-25 18 50 54 12)
Josaph Miller jmiller@ahtaryx com 2016-04-25 19:03.23 100,

SNSPIRE
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RESOURCES

IE‘N§L?IL|ER.E #ALTERYX19

QUESTIONS

4NSPIRE #ALTERYX10
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YOU
LEAVE =

YOU - AMPLIFIED - 2019

cCs0
cC—0
BEFORE YOU LEAVE.. o
Please take a moment to complete your evaluation survey. O
Hand it to the room monitors on your way out. [_I
l iNSPIRE #ALTERYX19 89

HANK

Your name here

<your-email-address>

EN'SPIRE #ALTERYX19
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